An ORBIT Testbed Study of 802.11b DCF:
Throughput, Latency, and the Capture Effect

Haris Kremo, Ivan Seskar, and Predrag Spasojevic
WINLAB, ECE Department, Rutgers University
Email: {harisk, seskar, spasojg@winlab.rutgers.edu

Abstract— We present an experimental study of 802.11b Dis- Our work is motivated by the fact that the ORBIT testbed
tributed Coordination Function (DCF) performance conducted gallows us to perform a set of experiments involving différen
on the Open-Access Research Testbed for Next-Generation W a6k scenarios in the controllable and repeatable envir

less Networks (ORBIT). The experiments involve relativelylarge
number of wireless nodes in a scalable and controllable tdséd ment [18]. The ORBIT software enables us to aggregate and

environment. The nodes use 802.11b wireless interfaces witate ~analyze the measurements in a simple and efficient way [16].
adaptation feature disabled. Both basic access and RTS/CTS In our experiments we measure transport layer throughput

handshaking are considered for two topologies. The first one and latency. Although transport layer measurements might
is the set of bi-directional point-to-point links and the seond appear to be inconsistent with our intention to investighee

one is a sink topology in which the sources send packets to . .
the same receiver. We measure the transport layer throughpiu MAC performance, we are more interested in how the 802.11

and latency as a function of the offered load. The results for MAC performs from the application point of view. Using
user datagram protocol (UDP) as the transport protocol show statistics on the number of successfully transmitted packe

linear dependency between the throughput and the offered bd  and no delivered packets obtained from the wireless irterfa
until the saturation has been reached. The saturation throghput driver. we measure the contribution of each sender to the

measurements are in good agreement with analytically predted .
values. The latency changes exponentially for the same raagf aggregate network throughput. Throughout the experiments

offered load for which the throughput changes linearly, andis We increase offered load to all senders in equal discrete
limited by the finite capacity of senders’ queues. In saturabn, steps. The throughput measurements for the case of saturati
the contribution of the nodes to the aggregate throughput is are compared to [10], and they show good agreement with
unequal due to the capture effect. The received signal strgfth 55 tical prediction for both tested network topologiasd
measurements corroborate our conjecture that the main reasn both access schemes. The difference between the meastiremen
for the capture effect is difference in the link signal-to-roise ratios : e iy
(SNRs). results and the analytical prediction are caused by sigipdf
assumptions in [10]. The measured statistics on unsuetdessf
I. INTRODUCTION transmissions in saturation agrees with the assumptiohdh [
on collision probability being constant and independent on
The dominant standard for wireless networks at presentggevious collisions for each node.
802.11 [1], [2]. The protocol complexity originates frometh  The rest of the paper is organized as follows. Section
nature of the radio channel as the shared medium. Unlike foris the overview of the distributed coordination function
the case of wired networks, in the case of wireless mediuen, fDCF), which is the random access scheme of the 802.11
link quality changes dramatically in time because of fadingrotocol. Section Il is the overview of the previous work on
multipath, and shadowing. Wireless network protocols musgie characterization of DCF performance, both theoretioal
support mobility, and very often must provide quality okxperimental. Section 1V briefly presents the ORBIT testbed
service for different types of user applications. and measurements setup. Section V contains the resulte of th
The previous experimental work on 802.11 DCF perfoexperimental study. In Section VI we summarize the results.
mance [3]-[9] involved setups with very small number of
nodes and limited capabilities to set available parameterd: THE 802.11 DSTRIBUTED COORDINATION FUNCTION
either on physical, or on medium access control layer (MAC). OVERVIEW
On the other hand, existing analytical results cover only th The 802.11 distributed coordination function (DCF) em-
throughput saturation conditions, and involve simplifyias- ploys the basic two-way or the RTS/CTS four-way handshak-
sumptions [10]-[14]. Typically, to analytically charad the ing random access scheme.
MAC layer performance, the complexity of radio environment It is based on Carrier Sense Multiple Access with Collision
is circumvented by considering the communication charmel Avoidance (CSMA-CA) [1]. All nodes listen to the medium
be error-free. Another important motivation for experirtan for the duration of the DCF interframe space (DIFS) before
approach to characterize 802.11 MAC performance using teattempting to transmit. In the absence of a carrier, a node
beds like ORBIT [15]-[17], is to obtain results that are moreith a queued packet is allowed to immediately attempt
reliable than results of computer simulations, since satioths  transmission after DIFS. Since 802.11 MAC belongs to the
typically trade processing effort for accuracy. class of Stop-and-Wait protocols, after transmitting akpac



TABLE |

Nodel 1 [ 11 t 802.11a AND 802.11B DSSS MACPROTOCOL PARAMETERS
I t
Node2 ] = ' . Parameter || 802.11a 802.11b DSSS
> - > - > I
DIFS SIFS SIFS+ACK+DIFS CWin 16 slots 32 slots
} . CWmas 1024 slots 1024 slots
Arrival [ Countdown Il ACK Slot time 9 s 20 s
L1 Data B Remainder SIFS 16 s 10us
DIFS 34 us 50 us
Fig. 1. An example of collision in the case of basic access ACK 14 bytes 14 bytes
RTS 20 bytes 20 bytes
CTS 14 bytes 14 bytes
the sender waits for positive acknowledgment (ACK) from the PLCP headef 24 ps 192 s
receiver for the duration of a short interframe space (SIFS) MAC header” 34 bytes 34 bytes
The absence of an ACK indicates reception failure and the PHY rates 6,9, 12, 18,24,| 1,255,
transmitter schedules the packet for retry. When a packet is 36, 48, 54 Mbps| 11 Mbps

not acknowledged the transmitter declares erroneous packe

delivery and engages in a binary random backoff scheme PLCP header is for both protocol versions transmit

ted with the smallest available PHY rate to be decodable

with an exponentially growing contention window. After bac by all nodes.
successful transmission contention window is reset to its bIncludes 4 bytes of CRC-32 parity check at the end
minimum value. of each packet.

Fig. 1 shows the behavior of the protocol in the case of col-
lision. Suppose two nodes observe an unoccupied channel for
the DIFS duration and attempt to transmit simultaneoudig Ta random fraction of time needed to decrement the backoff
node sending shorter packet becomes aware of the collisig@unter. These probabilities are assumed to be constarl, eq
first due to the missing ACK. Both nodes subsequently appind independent on previous attempts to transmit for all
random backoff to resolve the collision. The figure illug#sa nodes. From these two probabilities it is possible to deitgem
situation in which, by chance, the nodes chose the numberteé normalized throughput in saturation state. The regglti
backoffs that does not cause repeated collision. throughput formula is independent on the employed access
The basic access handshaking does not include any atkthod. Based on [10], the authors of [14] derive an expres-
ditional signaling other than packet acknowledgmentss theion for the average packet delay in 802.11.
being susceptible to packet collisions. RTS/CTS handsigaki |, [11] the authors derive the model of apersistent
first attempts reserving the channel for the duration of t'?ﬁemoryless protocol equivalent to 802.11 MAC. It is possibl
packet prior to initiating its_ transmission. Hidden noddfs'(m to model 802.11 MAC in such a way because after each suc-
are not able to decode either RTS or CTS may still transmigssful transmission the protocol resets the contentiodavi

and cause a coIIisioq. . size to CWynin, regardless of the number of accumulated
In the Table | are given the numerical values of the protocghckoffs.

parameters for two versions: 802.11a and 802.11b Direct
Sequence Spread Spectrum (DSSS).

. RELATED WORK B. Prior Experimental Work

A. Analytical Approach to 802.11 MAC Protocol Modeling  Both [3] and [4] consider simple wireless network with up

Two of the most widely quoted analytical models of IEERO five nodes connected to an access point (AP). The AP
802.11 MAC [10], [11] address the saturation state of nekworiS connected to the LAN traffic analyzer over the Ethernet.
in which all participating nodes at every time instance hav@mple file exchange is used to generate the traffic. The
a packet available for transmission. Both models are lnitéesults show that the throughput, considering the tramspor
to the case ofdeal channel The radio channel is consideredayer payload as the actual payload, is roughly 50% of the
to be noiseless, meaning that, in absence of a collision, B@minal PHY rate.
transmitted bits are correctly decoded at the receivemédes In [5]-[8] are given measurements on point-to-point links.
in the network are assumed to be in the transmission range[5] are presented two different setups, one with high SNR,
Thus, both models assume absence of mobile or hidden nodasl the other with low SNR. In [7], [8] are first given the

We extensively use the model presented in [10] to verifiesults for a single point-to-point link with variable disice
the results of experiments. From the two-dimensional Markdetween the nodes, and then, the results for a topology in
chain, the author determines two probabilities: the prditgb which two point-to-point links create mutual interference
that a node will transmit, and the probability of collisiorMeasurements in [9] are collected on a multihop topology
in a randomly chosetime slot The time slot is defined as consisting of only two hops.
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IV. THE ORBIT TESTBED SETUP

Simplified to the very core, the ORBIT testbed [15] is given
in Fig. 2. The front line of the testbed are @RBIT node’s Fig. 3. Experimental network topologies. Plots on the Idftte figure
designed as custom made personal computer platforms, e@éte to the point-to-point topology and plots on the rigtlate to the sink
equipped with two wireless 802.11a/b/g interfaces. Theesod®PClo9y-
are placed in the two-dimensional rectangular grid sepdrat
by 1-meter distance. Behind this frontline is the very compl , . ) )
wired infrastructure that enables simple and scalablesscge 1 hroughout the experiment lifecycle we use five different
the grid. payload lengths (256, 512, 768, 1024, and 1280 bytes) and

The main responsibility of a user is to write a script thdf" different packet rates, equa"y set on each node (from
explains the lifecycle of experiment. During the experimeroUghly 100kbps to 1Mbps in 100kbps steps). Hence, the

execution the program namedode Handlerinterprets the aggbregate offerﬁd load chfanges from %be%ﬁ todloMbps inl
script, and sends commands to its counterparts installédeon IMbps steps. The range of aggregate oftered load covers val-

nodes, nametlode AgentsNode Agent is capable of passing”€S from light load up to the.network ;aturation. The se#ting

the commands both to the operating system, as well as to usf kept constant over two-minutes period. Th? throughmuit a

defined applications, which are respectively denoted as’ “Ogﬁered load are measured every s_econd. This means that the

and “App” in Fig. 2. This, for instance, includes the Commsmothroughput and offered load statistics are calculated @2€r

to set a particular Internet protocol address on an interfe  Sa@MPles for a particular set of tunable parameters. _

set the appropriate PHY rate on a wireless interface, or toQUl custom-made application was incorporating a time

change the packet size and rate of a network traffic generafygMP in every packet before it was passed to the nonblocking
A central component of the ORBIT software is the ORBIT/DP socket. This time stamp was compared with the local

Measurement Library (OML) [16]. It is the framework thatlock immediately after the packet was extracted from the

processes measurements by means of filtering and compfES€iver's socket. In order to synchronize the clocks al th
sion, and collects the measurements to the database. nodes were running Network Timing Protocol (NTP) daemon
process. The latency measurements are averaged over the

V. THE RESULTS OF THEEXPERIMENTAL CASE STUDY values extracted from all successfully received packets an
recorded every second.

A. Experimental Setup

In our experiments we use UDP as the transport protoc@l. Throughput Measurements

We test two network topologies with fixed number of nodes, ) ) )
given in Fig. 3. The first topology considers five single-hop The results for the point-to-point topology and basic asces

bi-directional links. The second topology is formed of teqVer the set of different payloads are given in Fig. 4. A large
senders, all transmitting packets to the single receivae Tthroughputis achieved with longer packets, since longekpa
wireless interfaces used in experiments are Cisco Airoét 3tS introduce smaller protocol overhead. As the offered loa
802.11b [19]. The interfaces employ 802.11b DSSS versidifreases, the throughput increases linearly, and it asir

of the standard. PHY rate is set to constant 11Mbps. Transf@t@ Practically constant value after a certain threshota. F
power on all nodes is set to 5SmW. The experiments involR0rter packets, the protocol introduces larger overhaad,
both basic access and RTS/CTS handshaking. All sourdB§ throughput curve saturates at a smaller value of offered

generate constant bit rate traffic (CBR). The maximal numbl92d.- Because of the overhead, even in the case of the largest
of retries for a packet is set to— 8, thus effectively setting Payload length, the maximum achieved throughput is only
CW,p e = 1024, around a half of the nominal PHY rate. In the Fig. 5 is shown

comparison of the results for both access methods and both
Iwhen fully operational the testbed will consist of 400 nodes topologies in the case of 1024 bytes payload. The results are



all cases the nodes with the smallest distance. Other point-

ol D | to-point links, which act as the sources of interference for
—= 768 a particular link, are typically farther away. Such alldcat
—— 1024 . .
91| = 1280 ] of the nodes raises aggregate throughput slightly above the
el theoretical prediction because collisions due to fartliesl
= do not necessarily result in dropped packets, as would be the
%7 I ; case for randomly distributed nodes.
gﬁ IL' 11 11| Table Il presents the comparison of results for saturation
%5, . throughput with the prediction given in [10] for the case of
§47 basic access, as a function of payload length. The second and
2 the third column contain the values given as the points eorre
37 ol R T O SUUIE SRS sponding to the highest offered load setting in the expertse
51 S respectively for point-to-point and for sink topology.
Theoretical predictions from [10] are listed in the fourti-c

1

1 2 3 4 5 6 7 8 9 10 11 umn. The saturation throughput formula from [10] is adapted
Aggregate offered load (Mbps) in (1) to take into account the fact that the data portion of a
Fig. 4. Throughput for point-to-point topology and DCF agicess as a packet is sent using a bit rate different from the rate of the

function of aggregate offered load. Payload lengths are 258, 768, 1024, Physical layer header. The throughput in (1) is expressed in
and 1280 bytes. The bars on the curves denote one standaatiatelimits.  pits per second.
Larger payload lengths result in a larger saturation thinpug because of

smaller protocol overhead. g - 8BP, Py, )
PsPtrTs + (1 - Ptr)a + Ptr(l - PS)TC
S e e e TR S The payload length in bytes is represented By The
RS B probability P, is the probability of at least one transmission in

a time slot [10]. Similarly, the probability?; is the probability
that this transmission in a time slot is successful, or ireoth
words, that a single node attempts to transmit in a time slot.
Under the assumption of an ideal communication channel
these quantities do not depend on the network size or bit
rate. The quantitiesl; and T, represent, respectively, the
average time utilized for successful transmission (inicigd
- point-to-point, RTS/CTS all overheads), and the average time wasted in collisions.
o e Ranlagecess They take into account that the payload, as well as MAC, IP,
T ggggﬂgg:: RTSICTS | aqd_ UDP headers, are transm_itted with a rate Iarggr than the
minimum rate. They also take into account, depending on the
employed access scheme, the duration of overhead intrdduce
by the signaling packets ACK, RTS, and CTS, and protocol
synchronization time spaces SIFS and DIFS. The numerical
Fig. 5. Throughput for payload length 1024 bytes. Basic seshows larger Values for these protocol parameters, as well as for thegoot
throughput regardless of the topology. Point-to-pointotogy results in a slot time o are listed in the Table I.
higher saturation throughput for both access schemesy#aally predicted Table 11l follows the same outline for the case of RTS/CTS
saturation throughput falls between the results for twalkogies. . . . .
handshaking. The points corresponding to the highesteaffer
load in the experiments with RTS/CTS are used to populate

qualitatively the same for all other payloads, as it can temseth€ second and the third column of the Table IlI.
in detail in [20]. Tables Il and Il show large throughput inefficiency of the

Comparing all four throughput curves in the Fig. 5, werotocol. Even for the case of large packets, the throughput
observe that the basic access performs better than RTS/C§8S€ to a half of the nominal PHY rate. The reason for such
This is in agreement with [10]. The analysis presented i} [1B€fficiency are:
predicts that a larger number of active nodes than the number Inherent protocol overhead:

—— point-to—point, basic access

Aggregate throughput (Mbps)

1 2 3 4 5 6 7 8 9 10 11
Aggregate offered load (Mbps)

of nodes used in the experiments is required in order to trade  — Signaling overhead includes DIFS, SIFS, ACK, RTS,

between the additional overhead introduced by RTS/CTS and and CTS.

the smaller penalty in lost time slots due to collisions. — Protocol stack overhead includes PHY, MAC, Inter-
Regardless of the employed access scheme, the point-to- net, and transport layer headers for each data packet.

point topology performs slightly better than the theoratic — Support for multiple PHY rates means that the PHY

prediction. A careful look at Fig. 3 reveals the reason fas.th header, known as Physical Layer Convergence Pro-

The nodes that create the point-to-point links are in almost tocol (PLCP) header, must be transmitted with the



TABLE I 2

10 : :
COMPARISON OF THE THEORETICAL PREDICTION TO THE EXPERIMENTA : g‘ig
RESULTS FOR BASIC ACCESS11MBPSPHY RATE, AND 10 ACTIVE NODES - 768
|| ——
——
Payload || Point-to-point Sink Analytical o
length topology topology | prediction §
bytes Mbps Mbps Mbps &
>
256 2.5952 23959 | 2.4427 5
512 4.0896 3.7719 3.8618 é
768 4.9833 4.6383 4.7892 g
1024 5.4762 5.0661 5.4427 <
1280 5.9449 5.4625 5.9281
TABLE Il

COMPARISON OF THE THEORETICAL PREDICTION TO THE EXPERIMENTA 1 2 3 4 5 6 7 8 9 10 11
Aggregate offered load (Mbps)

RESULTS FORRTS/CTSACCESS 11MBPSPHY RATE, AND 10 ACTIVE

NODES Fig. 6. Latency for point-to-point topology and DCF basicess as a
function of aggregate offered load. Payload lengths are 258, 768, 1024,
Payload || Point-to-point Sink Analytical and 1280 bytes. Smaller payload lengths result in largentat
length topology topology | prediction
bytes Mbps Mbps Mbps 10°
256 1.6931 1.6129 1.6452
512 2.9122 2.7779 2.8624 0L
768 3.8562 3.7034 3.7992
1024 4.6174 4.4347 4.5427 ﬁ
1280 5.2151 5.0132 5.1470 g 100!
>
s
= —1
. . o 10 |
smallest possible rate in order to be decodable by all g
nodes. It also must contain additional bits explaining 2
the actual rate at which the rest of the packet is 107 —F point-to-poini, basic acoess |
modulated. =¥ point-to—point, RTS/CTS
—-- s?nk, basic access
« Possible collisions affect the throughput by creating time ol LA Sk RISICTS
1 2 3 4 5 6 7 8 9 10 11

slots which are wasted in collisions, or not at all utilized

for transmission [10], [11]. Aggregate offered load (Mbps)

Fig. 7. Latency for payload length 1024 bytes. Basic acches/s smaller
latency regardless of the topology. RTS/CTS shows largenty compared

C. Latency Measurements to basic access for both topologies.

The average latency values vary from a few milliseconds
for lightly loaded network, up to the values that may seem o ) o
extraordinarily huge in the case of saturation. This is beea D- Statistics on Failed Transmissions
unlike [14], we take into account the queuing delay. The Fig. 8 shows a typical data collected from the wireless
Comparing Figs. 4 and 6, we observe that the latengyiver about the number of failed transmissions. The driver
increases exponentially and reaches saturation for thee sagports the number of packets which were transmitted, &t th
offered load for which the throughput reaches saturatian. Borresponding ACK was not received. Transmission failures
that point, the queues at the senders are full, becausetthe gcur either due to collisions, or due to insufficient SNR.
at which packets are generated is larger than the rate ahwhithe protocol property is that a transmitter cannot distisigu
the packet are successfully sent. Excessive packets aptysinwhich one of these two was the reason for failure. The values
rejected and discarded at the sending sockets. presented in the Fig. 8 are collected for the point-to-point
As explained at the beginning of this section, only th#opology, basic access, and payload length of 1024 bytes.
packets that enter the queues and are successfully delivefbe solid line represents an average over the measurements
contribute to the results presented in Figs. 6 and 7. Thellected from each of ten nodes. These ten measurements are
limited queue capacity results in bounding the average gitackhe time average calculated over two-minute runs duringkwhi
latency for delivered packets. The same relationship batwenve keep constant offered load. These time averages fall into
the throughput and latency saturation is described in the.Fithe limits denoted by the bars in the Fig. 8. Therefore, thid so
5 and 7 for both access schemes and topologies. line represents typical statistics on unsuccessful trissons
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further increase in the offered load does not cause equivale
increase in the average number of failed transmissions. At
that point the network has reached the saturation state, and
the average number of failed transmissions remains canstan
regardless of the increase in offered load. Assuming thag, d

to the proximity of the nodes on the testbed, the majority of
failures are caused by collisions, this result is in coheeen
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with the key assumption in [10] on the collision probability Offered load per node (kbps)
in saturation being constant and independent on previous (b) RTSICTS
collisions.

Fig. 9. The contribution of particular nodes to the aggredatoughput for

E. Fairness of the Protocol and Capture Effect sink topology. In saturation the nodes show differencesointribution to the
. . L. . %ggregate throughput. This stands for both access schemes.
We consider the protocol as being fair if the nodes wit

equal offered load contribute the same to the total throughp

To get an insight into the issue of fairness we use the data o )
collected for the sink topology. Presented results congidéh  "0de 8 always has the smallest contribution, node 5 conésbu

basic access and RTS/CTS access. slightly more than the average, etc. We can observe similar

Fig. 9 shows the throughput contribution for each of teffgularities for the rest of nodes.
nodes and for the pay|0ad |ength of 1024 bytes, dependmdzlg 10 illustrates how successful the nodes are when
on the offered load per node. This figure shows that, undtempting to transmit. The figure shows the fraction of no
the load that is not large enough to saturate the channel, @glivered packets in all attempted transmissions. We s&e th
nodes contribute to the throughput by the same amount, sifige curves in Fig. 10 follow the curves from Fig. 9 in reverse
all ten measurement instances per node overlap and lay on@R@er.
curve presenting the average. This is because even if tlesscc Fig. 11 reveals a part of the reason for such behavior. It
to the medium is not equally likely for all nodes, there is gives the signal strength at the senders derived from medsur
sufficient number of time slots for all transmitters to acqui received strength signal index (RSSI), averaged over ttaevh
the channel. course of the experiment. RSSI values are converted to dBm

On the other hand, under saturation conditions, there isaecording to the table from [21]. The numbers placed above
clear separation in the contribution of each node. We oleseithe points that present signal power classify the nodes diy th
that the nodes show certain regularity in the contributmthe participation in the aggregate throughput. Node 8 in Fig. 11
total throughput regardless of the access scheme. In [28] ithas the smallest received signal power compared to all other
shown that the same regularity exists regardless of paylaamdes and the smallest contribution to the total throughput
length. For instance, node 7 always contributes the moSince the carrier sensing mechanism declares the channel
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Fig. 10. Average ratio of transmission failures for payléength 1024 bytes.
The nodes which contribute less to the total throughputatserarger ratio
of unsuccessful transmissions. The same stands for bodsaschemes.

Fig. 11.
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Fig. 12. The total number of attempts to transmit, both ss&fcd and
collisions, in second, for payload length 1024 bytes. Thelesowhich
contribute less to the total throughput have smaller awerttgmpt rate. The
same stands for both access schemes.

to be free if the instant value of RSSI is smaller than the
carrier sensing threshold, our conjecture is that this rue
a reduced carrier sensing ability, and hence, collides with
the highest probability. The consequence of higher coltisi
probability is the increased average contention windowe siz
and longer average backoff period (proved in [11] to be a
half of the average contention window size). Therefores thi
node is the most hesitant in attempting to send, as is shown
in the Fig. 12. This does not exclude the possibility that the
node experiences delivery failure because of the trangmiss
power which is insufficient to provide correct reception.

The situation in which the nodes with better SNR capture
the channel [22] is caused by:

« The receiver observes different power levels from differ-
ent senders because of unequal distance to the senders
and tolerance in transmit power.

« The senders observe different power level of the receiver’s
signal due to the different distances and tolerance in



sensitivity.

(5]

The work presented in [18] emphasizes the tolerance of wire-
less card electronics as the main reason for link asymmetry

on the ORBIT testbed.

VI. CONCLUSIONS

.
In this paper we have presented a set of experimental studi[er
of the 802.11b Distributed Coordination Function perfonce

conducted on the ORBIT testbed.

The experiments illustrate the throughput inefficiencyhf t
protocol relative to the nominal physical layer bit ratecgin

(6]

(8]

El

at best, (for relatively large packets) only close to a hélf o

the available bandwidth is used for data transmission.
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